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Today’s talk (~50-60 mins)

• What is Time-series data and Predictive Analytics? 

• One case study - How Neural networks can be used for 
predicting next purchase 

• word2vec  

• Long Short-Term Memory (LSTM) 

• Neural networks using Reinforcement Learning 

• Other applications and pitfalls



Why?

• Bridge gap between technical AI and practical AI 

• You can build your own applications using Neural networks.



Time series data



Time series data



What is missing?



Predictive Analytics



Case study

Predicting next purchase





Neural Networks



Neural Network
Learning via Back propagationApproximation  

function



But how Neural Network can help in predicting?



word2vec- Predicting next word

word2vec 
- Does not understand words or 
grammar
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Semi supervised learning
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- Input multiplied by hidden input weights 

- Hidden input multiplied by hidden output weights 
- Converts output to probabilities through softmax 

- Error back propagated



Activation function

Softmax  
- Multiclass regression 
- Extension of sigmoid to multiclass



word2vec - Something more interesting?



Word2vec Word embeddings
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word2vec - 2d space

- Output matrix to 2 dimension 

- Principal component Analysis



word2vec

Vector distance ~ semantic distance

Berlin - Germany + France = Paris

Picture taken from  
https://www.lucypark.kr/courses/2015-ba/text-mining.html



word2vec - Predicting next order





Analyzing 3M Instacart Orders

• Prior: ~3.2m orders

• Train:~131k orders

• Test: ~75k orders



Instacart Data

product_id user
_id

eval_se
t

order_num
ber order_dow order_hour_of_d

ay
days_since_prior_ord

er
2539329 1 prior 1 2 8 7
2398795 1 prior 2 5 7 15
473747 1 prior 3 7 12 20

22544786 1 prior 4 1 7 21
4215438 1 prior 5 3 15 28
2295261 1 prior 6 2 7 19
2295261 1 prior 7 6 20 20
2550362 1 prior 8 5 14 14
1187899 1 prior 9 2 16 0
2168274 1 prior 10 2 8 30
1501582 1 train 11 1 11 10

Data taken from 
https://tech.instacart.com/3-million-instacart-orders-open-sourced-d40d29ead6f2



Current approach to prediction for instacart
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word2vec
- Using the semantic association 
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Vector space of products
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word2vec in tensorflow



Use-case feature for using word2vec

• Repeated patterns of human action



Any other use case?



What is missing?



Sequence of order is important!

Data taken from 
https://tech.instacart.com/3-million-instacart-orders-open-sourced-d40d29ead6f2



vdts

Instacart Data
product_id user

_id
eval_se

t
order_num

ber order_dow order_hour_of_d
ay

days_since_prior_ord
er

2539329 1 prior 1 2 8
2398795 1 prior 2 5 7 15
473747 1 prior 3 7 12 20

22544786 1 prior 4 1 7 21
4215438 1 prior 5 3 15 28
2295261 1 prior 6 2 7 19
2295261 1 prior 7 6 20 20
2550362 1 prior 8 5 14 14
1187899 1 prior 9 2 16 0
2168274 1 prior 10 2 8 30
1501582 1 train 11 1 11 10

Data taken from 
https://tech.instacart.com/3-million-instacart-orders-open-sourced-d40d29ead6f2



RNN
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Vanishing gradient problem



Long Short Term Memory
Gates

Picture taken from  
http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Long Short Term Memory

Cell state

Forget, Update and Output
Picture taken from  
http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Activation function



Long Short Term Memory cell - Forget gate

Forgetting a past product

What to 
forget?

Picture taken from  
http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Long Short Term Memory cell - Input gate

What to 
update?

Update 
state

Picture taken from  
http://colah.github.io/posts/2015-08-Understanding-LSTMs/

Adding a new future product



Long Short Term Memory cell - New internal state

Forgetting Adding

Picture taken from  
http://colah.github.io/posts/2015-08-Understanding-LSTMs/



Long Short Term Memory cell - Output gate

Output 

Picture taken from  
http://colah.github.io/posts/2015-08-Understanding-LSTMs/

Next product to order
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Zolando’s approach to Prediction

Picture taken from  
https://jobs.zalando.com/tech/blog/deep-learning-for-understanding-consumer-histories/?gh_src=4n3gxh1



Future Products



Tensorflow LSTM API

 

http://www.jakob-aungiers.com/articles/a/LSTM-Neural-Network-for-Time-Series-Prediction


Use-case feature for using LSTM

• Repeated patterns of human action 
done over longer duration



Any other use case?



What is missing?



Training Data



Environment

Agent

State

Reward
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Reinforcement learning



Q-learning
• Reward function for each action in a given state 

• Q(s,a)=R(s,a) + γ * max [Q(next states, all actions)] 

• Initial Q is 0 

• Value of γ is (0,1) depends how much you want future 
actions to influence current learning. 



Q(s,a)=R(s,a) + γ * max [Q(next states, all actions)] 

If γ = 0.8 
Q(s,a)=R(s,a) +  
0.8 * max [Q(next states, actions)] 

eg 
Q(3,1)=0 + 0.8 [ max(Q(1,3),Q(1,5)) ] = 400 

Example taken from  
http://mnemstudio.org/path-finding-q-learning-tutorial.htm
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Policy Gradient

• Optimizes the policy space so the Neural network directly 
models the action space 

• More complex problems esp. continuous action space 
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Predicting next order
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Use-case feature for using RL

• Hard to get past data 



Any other use case?



Implementation



Other applications?



Finance



Insurance

Record a trip Trip feedback Goals & challenges Rewards



Healthcare



Pitfalls?



Ethical dilemma

Trolley problem



• AI systems should be designed so that they always are 
able to show the process which led to their actions 
(Government decision-making)

Guidelines



Ethically Aligned design

• How can we assure that AI/AS are accountable?


• How can we ensure that AI/AS are transparent?


• How can we extend the benefits and minimize the risks of 
AI/AS technology being misused?



Thank you for listening!
Questions?

Feel free to add me at 

https://www.linkedin.com/in/mitrar/









Training LSTM

Email prospect

Set up call

Call prospect

Set up demo

Meet prospect

Signed agreement


